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Abstract — In wired Ethernet networks (IEEE 802.3),
physical network interfaces can be connected to different
network segments or shared among multiple virtual ma-
chines. In wireless LAN (IEEE 802.11) sharing wireless
network interfaces is recognized to be a difficult task.
However, virtualization can solve this problem. In this paper
we will introduce a viable solution to deploy virtualized
wireless networks by means of open source virtualization
techniques. We present the design, implementation, and
performance testing of this solution. Results have shown
that the proposed solution can support multiple virtualized
wireless networks without compromising the performance.
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I. INTRODUCTION

Virtualization of wireless LANs (WLANs) has become
one of the important issues in network virtualization and
also for cloud computing. It is useful in many scenarios:
hosting multiple wireless service providers on a single
shared physical infrastructure, providing wireless services
with different authentication mechanisms, and for virtual
testbed environments. Hence, there is some research ac-
tivities in this field [1]-[3].

The goal of network virtualization is to combine net-
work functionality into a common virtualized environment
and to enable multiple logical networks to operate on the
same underlying physical infrastructure [4], [5]. However,
most of the virtualization approaches are mainly devel-
oped for wired Ethernet networks.

Existing virtualization approaches require a separate
physical wireless LAN network interface for each virtual
machine to have its own wireless network. By means of
open source virtualization techniques, it is possible to
create multiple wireless networks through one physical
wireless LAN network interface, so that each virtual
machine has its own wireless network. This paper aims
at demonstrating this viable approach.

The remainder of this paper is organized as follows:
Section II describes the related work and introduces
virtualization in general and wireless LAN virtualization
specifically; Section III outlines the proposed solution;
Section IV explains the implementation of the testbed;
Section V reports the performance testing results; Section
VI concludes and depicts future work.

II. RELATED WORK
A. Virtualization Concept

Virtualization techniques enable running multiple oper-
ating systems and multiple applications concurrently on
the same physical machine, and in a manageable man-
ner, eliminating the need for multiple physical machines
and thus reducing costs in hardware and infrastructure
resources. Each virtual machine has its own operating sys-
tem and application(s) such as the physical machine [1],
[6].

The primary benefits offered by virtualization are re-
source sharing and isolation. Unlike real environments
where physical resources are dedicated to a single ma-
chine, virtual environments share physical resources such
as memory, disk space, and network devices of the
host machine with several virtual machines. By isolation,
applications running on one virtual machine cannot see,
access, and use resources on other virtual machines [6].

Furthermore, security is enhanced by separating ser-
vices on multiple virtual machines. If one service is com-
promised, other services remain unaffected. A vailability
is improved by migrating virtual machine to another
physical machines is host machine should fail. Scalability
is improved because additional physical and virtual ma-
chines can be added or removed easily without the need
to shutdown running virtual machines [6].

Virtualization provides a software abstraction layer be-
tween the hardware and the operating system. This layer
is called Virtual Machine Monitor (VMM) or hypervisor.
The main task of the VMM is to manage hardware
resource allocation for virtual machines and to provide
interfaces for additional administration and monitoring
tools [6].

There are various approaches with respect to virtual-
ization. In the so called full virtualization approach, the
VMM runs on top of the host operating system acting as
a user space program. As a result, virtual machines and
guest operating systems run on top of virtual hardware
provided by the VMM. However, the VMM has to provide
sufficient virtual devices to allow guest operating system
to run without modification. This architecture is depicted
in Fig. 1 [6]. KVM (Kernel-based Virtual Machine) [7] is
a full virtualization solution which adds VMM capability
to Linux operating systems. Using KVM, multiple virtual
machines can be created and operated with unmodified
operating systems, since KVM benefits from CPU hard-



ware virtualization extensions such as Intel VT and AMD-
V [8].
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Figure. 1. Full virtualization

In the paravirtualization approach, guest operating
systems have to be modified (adapted) to be able to
operate in the virtual environment. The VMM provides
a software interface (API) connecting the underlying
hardware and the guest operating system. The function
of this interface is to improve performance and efficiency
behavior. However, virtual machines rely on physical
device drivers of the host machine. Paravirtualization is
used by the Xen open source hypervisor to run multiple
virtual machines with modified operating systems [6].
More recently, Xen also supports full virtualization based
on hardware virtualization extensions.

B. Network Virtualization

Network virtualization (also denoted as overlay net-
work) allows multiple heterogeneous architectures to run
concurrently in a shared network environment [4]. Net-
work virtualization often combines hardware and software
resources to deploy virtual networks for different archi-
tectures.

By means of virtual networking, virtual machines can
be connected to virtual networks in the same way as
to physical machines. However, the way of deploying
and managing virtual networks is different from physical
(real) networks.

For the time being, virtualization techniques can realize
virtual Ethernet interfaces, virtual switches and virtual
routers, as shown in Fig. 2.

Today’s virtualization solutions typically realize virtual
Ethernet interfaces by emulating legacy Ethernet adapters.
The virtual Ethernet interface has its own MAC (Layer
2) and IP address (Layer 3). As a result, a virtual
machine has the same networking properties as a physical
machine [1], [4].
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Figure. 2. Virtual networking components

By means of virtual switches, virtual machines on
the host machine can communicate with each other. In
the open source domain two solutions are viable: VDE
(Virtual Distributed Ethernet) [9] and Open vSwitch [10].
A VDE switch operates at Layer 2, while Open vSwitch
operates at Layer 3 with advanced features. Both provide
switch functionality and support standard Virtual LAN
(VLAN) [11], [12].

Virtual machines can be configured with one or more
virtual Ethernet interfaces to offer different virtual ap-
pliances for virtualization and cloud computing environ-
ments. Besides, open source routing and security solu-
tions such as Vyatta [13] complement virtual routing,
firewalling, and VPN functionality, if needed.

Virtual routers (VR) are essential components in virtual
networking infrastructures. They operate in much the
same way as physical routers, forwarding and routing
packets based on standard routing protocols such as RIP,
OSPF, etc..

C. Wireless LAN Virtualization

With the introduction of IEEE 802.11n and the increase
in bandwidth needs, wireless LAN virtualization is re-
quired as a viable and low cost alternative for deploying
multiple wireless networks with different authentication
mechanisms [14]. It is a form of resource virtualization
where logical resources are created by partitioning hard-
ware resources into virtual interfaces or ports [1], [6].

All virtual interfaces operate concurrently without con-
sidering the physical nature of the wireless medium as
well as physical management tasks. Each virtual interface
abstracts a single wireless device and has its own wireless
network and its own unique MAC address. From the
application’s perspective, the virtual wireless network
behaves like wired Ethernet, but is wireless [2], [14].

In the wireless medium, radio resources can be shared
and thus virtualized in different ways such as in time,
space, and frequency. By splitting the wireless medium



into different channels, to each channel a specific time
slot (Time Division Multiplexing), space (Space Division
Multiplexing), frequency (Frequency Division Multiplex-
ing) or combinations can be allocated. To conserve fre-
quency channels, virtualization of the wireless medium
uses the same radio frequency for multiple virtual inter-
faces, each with its own Service Set Identifier (SSID) or
network name. Efforts also have been made in splitting the
wireless medium by assigning different radio frequency
channels to the virtual interfaces or operators [15], [16].

Using wireless LAN virtualization, a virtual interface
(VIF) can be configured to operate as an access point
(AP) and also as station (STA) device. In this way,
several virtual APs can be configured on top of solely
one physical wireless device. Each virtual AP indepen-
dently keeps the configuration and service of the wireless
network [2]. Also, by virtualizing the WLAN interface,
a wireless device can be connected to several networks
simultaneously; one virtual interface can be connected to
an AP, while another virtual interface operate as an AP.

When a single physical AP supports multiple virtual
APs, each virtual AP appears to stations as an independent
physical one. Since each virtual AP is logically separated,
wireless LAN providers may use virtual AP to offer
multiple services on the same physical infrastructure.
Alternatively, virtual APs can be shared by multiple
providers allowing each provider to offer separate services
for their subscribers [3].

A virtual AP acts as a master device in a managed
wireless network and allows client devices to communi-
cate with each other by managing and maintaining a list
of associated stations or clients. It also supports different
security mechanisms (authentication and encryption) [17].
One example in the open source software domain is
hostapd for controlling wireless authentication and asso-
ciation [17], [18].

A virtual STA functions as a managed device in a
managed wireless network and is associated to an access
point after successful authentication [14]. wpa_supplicant
is a well-known example in the open source software
domain [17], [19].

III. PROPOSED SOLUTION

By combining wireless LAN virtualization with virtual-
ization software (hypervisor), wireless LAN interfaces can
be shared among several VMs. Each VM can be assigned
to one or more virtual wireless interfaces.

Our proposed solution shown in Fig. 3 follows a com-
bined approach of software and hardware. It is based on a
new technology emerged in the wireless market recently
offering a viable solution for wireless LAN virtualization.
It supports concurrent wireless connections sharing the
same physical layer (PHY) of the wireless LAN device.
We extended this capability to operate in the virtualization
environment, where VIFs have been configured to operate
in one of the wireless operating modes, specifically the

AP mode, and then can be assigned to various virtual
networking components.
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Figure. 3. Virtual Wireless LANs
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This approach is suitable for virtualizing wireless LAN
infrastructures, where VMs run on a server or network
appliance. In mobile client environments, the wireless
LAN virtualization approach is much more complex,
since the VM runs on the client device and has to be
aware of the wireless interface to be able to establish its
own wireless connection with an AP. This requires the
inclusion of virtualization extensions to wireless device
drivers as well as wireless LAN management functions to
the virtualization software. Virtual WiFi [20] proposes an
approach to support wireless LAN client functions inside
VMs and implements a prototype in KVM with Intel WiFi
devices.

Our approach is intended to deploy multiple wireless
networks on a single shared physical infrastructure with
different security standards. At the same time, these
wireless networks should be isolated from each other
at a satisfactory performance level comparable to native
hardware environments.

Since this approach adds wireless LAN infrastructure
functionality to virtual environments, it can be deployed
for different wireless LAN systems on the same host
machine such as authentication services and intrusion
detection, providing secure wireless LAN on a single box.

To emulate a physical AP, it is necessary to provide
the emulation at different layers such as layer 2 (MAC),
layer 3 (IP), and above. At the MAC layer, the behavior of
a physical AP is being emulated by allocating a distinct
MAC address and SSID to each virtual AP. At the IP
layer, it is emulated by allocating a distinct IP address
and potentially a Fully Qualified Domain Name (FQDN)
to each virtual AP. At higher layers, the emulation can be
carried out by providing each virtual AP with a unique au-
thentication and accounting configuration (such as shared



key, or EAP methods with RADIUS authentication, or
SNMP communities.

A virtual AP is constructed by configuring the VIF to
operate in AP mode. This sets the main functionality of
the wireless AP such as IEEE 802.11 operation mode and
SSID. Once configured, the wireless interface is attached
to a virtual switch to enable MAC forwarding similar to a
physical AP. Then, the virtual AP interface is connected
to virtual machines the same way as the virtual Ethernet
interface.

IV. IMPLEMENTATION

The virtual interface capability given by the Atheros
chipset [21] allows implementing multiple IEEE 802.11
networks on a single physical wireless card with Linux
(Linux kernel version 2.6.33 and higher), since it includes
a wireless driver supporting multiple VIF configurations.

The wireless driver for Atheros WLAN devices was
initially developed by the madwifi project [22], then
became part of the the Linux kernel. The implementation
model of Linux kernel WLAN driver is currently based
on SoftMAC wireless devices, where most of the MAC
layer functionality is managed by means of software. For
the time being, Linux kernel supports all wireless modes
with PCI/PCI-Express Atheros WLAN devices only [17].

In our testbed, we used a conventional PC with a
wireless card based on the Atheros IEEE 802.11n chipset.
It had an Intel Core 2 processor with VT support, Fast
Ethernet interface and 3 GB RAM.

Ubuntu Linux has been chosen to host the virtualization
environment of the testbed. We used KVM as backend for
virtualization and libvirt as frontend for managing virtual
machines. With libvirt, there comes two management
tools: virt-manager as graphical user interface (GUI) and
virtsh as command line interface (CLI) [23].

The virtual wireless interfaces have been created using
a CLI configuration utility in Linux named “iw” [17].
Once created, the interfaces have been configured to func-
tion as virtual AP or virtual STA interfaces (supplicants).
It is essential for all VIFs to have a unique MAC address,
which can be assigned with “macchanger” utility [23].

A virtual AP has been implemented using the hostapd
daemon or background service. hostapd handles all as-
pects of IEEE 802.11 functionality and authentication
configuration [18]. The virtual AP interface has been
connected to a VDE switch interface to enable MAC
forwarding, similar to a physical AP.

For testing purposes, several virtual wireless routers
have been hosted on the PC with a shared Internet
connection.

As illustrated in Fig. 4, we created three virtual APs
(802.11g) and three virtual routers running Vyatta. Each
virtual router had two virtual Ethernet interfaces. One of
them was connected to the virtual AP interface and the
other to the physical Ethernet interface using Linux inter-
face bridging. Each virtual router acted as DHCP server
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Figure. 4. Multiple virtual wireless routers
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and DNS forwarder for the virtual wireless network and
each virtual AP broadcasted different SSIDs to distinguish
the wireless networks. NAT functionality was also added
to the virtual routers to maintain public IP addresses and
to enhance wireless network security.

Using these virtual routers, different wireless LAN
clients could access the Internet with different wireless
LAN security mechanisms.

V. PERFORMANCE AND RESULTS

We have conducted some tests to understand the impact
of the virtual software layer on wireless LAN networks.
The objective of the tests was to compare and quantify
the performance of both conventional and virtualized
wireless networks. Testing WLAN performance primarily
included two test metrics: throughput and response time.
These performance metrics were used to evaluate the
applicability of our approach for WLAN infrastructure
virtualization since the virtual networks had to handle the
same kind of traffic as conventional networks.

The throughput of WLAN is defined as the speed
with which a user can send and receive data between
the client and the AP [24]. Throughput varies across the
WLAN’s coverage area. For this reason, we placed the
test machines at close range to operate on the maximum
available channel bandwidth.

Theoretically, the maximum TCP rate of 802.11g net-
work is 24.4 Mbps and the maximum UDP rate is 30.5
Mbps. UDP throughput is higher than TCP throughput
because there is less protocol overhead associated with
UDP [24]. Therefore, TCP throughput is the most relevant
metric in our performance measurements.

To measure the throughput, we used IPerf and JPerf as
graphical interface [25]. IPerf tool was used to measure
TCP and UDP throughput in two directions: uplink di-
rection (from the client to the virtual AP) and downlink
direction (from the virutal AP to the client). To measure
response times or latencies, we used ping. Ping is used
to measure the round-trip time between the client and the
virutal AP.

In our test setup, IPerf was installed on two machines;
the machine which hostes the virtual wireless routers



functioned as IPerf server and the wireless client machine
as I[Perf client. IPerf was configured on the wireless client
to run test for 60 seconds in both directions and provided
values in Mbps.

We performed the same test in both native and virtual
environment. In the native hardware environment, the tests
were performed between a remote client and host machine
running three virtual APs without virtualization. In the
virtual environment, the tests are performed between a
remote client and a VM directly attached to the virtual
routers. In this case, the wireless traffic passing through
the virtual routers.

Fig. 5 depicts the throughput test results where all
throughput results have been averaged over three mea-
surements. The average downlink/uplink TCP through-
put is 21.8/18.6 Mbps in native hardware environment
and 21.4/18.2 Mbps in virtual environment. Latency test
results show that the average round-trip time in native
hardware environment is 1.1 ms and 2.1 ms in the virtual
case. This latency overhead comes form the virtualization
layer.

The results show that our proposed solution achieves
performance metrics comparable to native hardware en-
vironment.
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Figure. 5. Throughput test results

VI. CONCLUSION AND FUTURE WORK

In this paper, we introduced a virtual networking in-
frastructure using conventional virtualization techniques.
Also, we proposed a practical solution to realize virtual
wireless networks by combining wireless LAN virtualiza-
tion with open source virtualization techniques.

Our approach adds wireless LAN functionally to vir-
tualization environments. Summarizing some of the ben-
efits, we can conclude that our proposed solution:

« enables virtualized wireless LAN architectures.

o builds wired and wireless networks without deploy-
ing physical infrastructure.

o adds wireless LAN management and control func-
tions to virtualization environments.

For the future, it is planned to investigate performance
measuring and optimization with Xen open source hyper-
visor. Also, we will design a testbed for virtualization of
wireless LANs with different security infrastructures.
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