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Abstract- A growing number of systems are highly connected 
and distributed over the internet. These systems require 
innovative software services and infrastructures in order to 
guarantee security and reliability. This issue has a particular 
relation with a wide range of topics such as real-time scheduling 
and encryption with Quality of Service constraints which are the 
main interests of this paper. The proposed cryptosystem has 
acceptable level of security but it is at least 41 times faster than 
the AES algorithm. 
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I. INTRODUCTION 

There exist a growing number of systems that have real-time 
and security considerations, because sensitive data and 
processing require special safeguard and protection 
against unauthorized access. In particular, a variety of 
motivating real-time applications running on wireless 
sensors networks require security protections to completely 
fulfill their security-critical needs. 
Each site may have several optional encryption algorithms 
where each one is assigned a corresponding security level. A 
high level generally implies the strongest yet slowest 
encryption function among the alternatives. 
Computation overhead caused by encryption mainly 
depends on the cryptographic algorithms used and the size of 
the data to be protected. An increasing number of applications 
demand both real-time performance and security. We 
investigate here the problem of scheduling independent real­
time encryption tasks with various security levels. 
We propose an on-line and adaptive strategy based on the 
Deadline Mechanism which, at any time permits to select the 
adequate encryption algorithm so as to optimize the resulting 
Quality of Service measured in terms of security and rapidity. 
Further, we propose a security-aware scheduling strategy 
which incorporates the Earliest Deadline First (EDF) 
scheduling algorithm. 
The rest of the paper is organized as follows: Section IT briefly 
reviews real-time systems and the associated scheduling 
algorithms. In Section Ill, we first describe the Deadline 
Mechanism as a solution to execute real-time periodic tasks, 
each one in charge of achieving a secured transaction within a 
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hard deadline. Section IV presents typical algorithms for 
implementing encryption with different QoS requirements. In 
section V, we present the experimental comparative results 
obtained by three distinct encryption algorithms. 
The paper concludes with Section VI. 

IT. REAL-TIME SCHEDULING 

A. Background materials 

A real-time system comprises a set of tasks where each 
task consists of a stream of jobs also called instances. The 
task set can be scheduled by a number of policies 
generally based on priorities and using preemptively in 
that sense that a high priority task may suspend a lower 
priority one in execution. The success of a real-time 
system depends on whether all the jobs of all the tasks can 
be guaranteed to complete their executions before their 
deadlines. If they can, then we say the task set is feasible 
or schedulable. 
The issue of scheduling for real-time applications was 
previously reported in the literature. Conventional real-time 
scheduling algorithms are fixed priority based such as Rate 
Monotonic (RM) algorithm, and dynamic priority based such 
as the optimal one; Earliest Deadline First (EDF) [1 ]. 

B. Quality of Service requirements 

In case both the timing and computation-quality constraints 
cannot be met, one way of meeting the timing constraints is to 
trade computation quality for timeliness. This is often 
achieved with the use of redundant programs. 

m. THE DEADLINE MECHNANISM 

A. Description 

The so-called Deadline Mechanism combines two methods to 
provide software fault tolerance in hard real-time periodic task 
systems [2]. Each periodic task has two versions: primary and 
alternate. The primary version contains more functions and 
produces good quality results, but its correctness is more 
difficult to verify. The alternate version contains only the 
minimum required functions and produces less precise results 
and its correctness is easy to verify. However, if the primary 
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of a task fails (due to manifestation of a bug) during its 
execution or if its successful completion cannot be guaranteed 
(due to insufficient processor time), we must activate the 
alternate of the task. 
The challenge in the implementation of the Deadline 
Mechanism is twofold: I) how to guarantee that either the 
primary or the alternate version of each task be completed in 
time and 2) how to complete as many primaries as possible. 

B. Scheduling framework 

Chetto and Chetto [3] proposed a last chance strategy to 
maximize the number of primaries scheduled. An offline 
scheduler reserves time intervals for the alternates. Each such 
interval is chosen so that any alternate starts its execution at 
the latest possible time. At runtime, the primaries are 
scheduled during the remaining intervals before their 
alternates. The alternates can preempt a primary when a time 
interval reserved for the alternates is reached. Whenever a 
primary is completed successfully, the execution of its 
corresponding alternate is no longer needed and, hence, an 
online scheduling algorithm must dynamically deallocate the 
time interval(s) reserved for the alternate so as to increase the 
processor time available for the execution of other primaries. 

Our algorithm is based on the dynamic priority-driven 
preemptive scheduling scheme, EDF. We first used an offline 
EDF, called earliest-deadline-first as late as possible (EDL), to 
reserve time intervals for the alternates. Then, at runtime, we 
used any online preemptive scheduling algorithm to schedule 
the primaries and, whenever a primary is successfully 
completed the reserved time intervals for the alternates are 
reconstructed/modified. Such reconstruction is achieved by 
removing the alternate corresponding to the completed 
primary and rescheduling the remaining alternates according 
to EDL from the time the corresponding primary was 
completed to the end of the current planning cycle. The 
reconstruction takes a significant amount of time, making the 
online overhead of their algorithm high. 

IY. ENCRYPTION 

A. General description of the proposed encryption scheme 

We suggest the use of three EncryptionlDecryption algorithms 
for secure data transaction. Two of them are very well known 
from the literature. It is a question of the advanced encryption 
standard algorithm (AES) [12] and the Enhanced I-D Chaotic 
Key Based Algorithm for Image Encryption (ECKBA) [10]. 
The third one that we propose here, concerns a very fast and 
almost robust scheme for image encryption including a strong 
integer chaotic generator that produces robust pseudo chaotic 
integer numbers [4-13]. Hence, the proposed crypto-system is 
built using an initialization layer followed by an scrambling 
procedure of bytes based on 2D-cat map. Thus, the advantage 
of this algorithm is its simplicity and that it achieves 
permutation and substitution value of the original image very 
fast. Consequently, it is suitable for software and hardware 
implementation. Also the keystream (parameters of cat map) is 
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generated by a new scheme of chaotic generator with large 
key and a 32-bits [mite precision in integer representation to 
facilitate and accelerate hardware implementation. 
The theoretical and experimental results indicate that this new 
scheme is almost efficient, and very faster than the AES and 
the ECKBA algorithms. We note that the proposed encryption 
changes the statistical characteristics of the original image to 
random image. So, it is very difficult for an unauthorized 
person to break this crypto-system. Also, it is immune to 
statistical, differential, chosenlknown-plaintext attacks, and 
brute force attack. 

In figure 1 ,  we give the principle of the encryption scheme. 

Plain 
Image Initialization 

Secret key 

r 

Permutation of bytes 
(Cat map) 

---+ Proposed Chaotic Generator 

Cipher 

Fig. I: Principle of the proposed encryption scheme 

In contrast with the most recent algorithms, we show that 
an uncomplicated process of chaotic permutation network (PN) 
with variable control parameters can form a robust chaotic 
cryptosystem, as seen in figure I. This is the main idea of the 
present paper. 
The process of proposed encryption scheme is running as 
follow: 

First, we read the image and express it with a decimal 
matrix I of size L xCxP, where L is the number of lines, C is the 
number of colunms, and P is the number of planes. Next, we 
transform the plain image I of gray value (bytes) into I-D line 
IL with length L xCxP. Then, we apply one time the 
initialization process on IB, as described in IV-B. After that, 
and for each iteration, we apply the process of permutation 
using 2-D cat map, as described in IV-C. 

B. Initialization process 

This process protects the data from chosen/known-plaintext 
attacks. To apply the process of initialization, the IL image is 
first divided on nb blocks, each of size N=32 bits = 4 bytes. 

IB = {B1, B2,· " , Bk,' ··, Bnb } 

With: 
nb=L xCxP/4 

Then, the output of this process is given by: 
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{Blk = Bk (J) lV if mod (k,2) "", 0 

Blk = mod (Bk + lV, 2N ) if mod (k,2) = 0 

k = 1, 2,. ··,nb 

(I) 

where IV is an initialization vector, produced by the chaotic 
generator. 
Before applying the permutation process, we express the output 
of the initialization process into I-D line image in bytes, IL. 

C. Permutaion process based on cat map 

The permutation process, based on the cat map is calculated in 
a very efficient manner, as compared to the basic calculation. 

[:�:] =MOd ([� 
Where MI and Mc 

following form: 

2 2 

MI= 

M M 

u ] [ Ml ] [rl+rc] [M]J 
1 + u x v x Mc 

+ 
rc 

'
M 

are square matrixes, given by 

2 M 

2 2 M 

Mc= 

0 0 .  M 2 0 0 .  M 

(2) 

the 

And Ml� Mc¢ are the permuted byte positions of the 
MI and Mc matrixes. The image size M is equal to 

M = l JIi J and must of the form M = 2q with q even. Lx J 

represents the integer part of x (floor of x) . 

The structure of the dynamic permutation key is 
Kp = [KPIIIKP211"'IIKPr ] 

with 

The parameters u, v, rl, rc are selected as follows: 
O:o;u,v,rl,rc:O;M-l=2Q-l, where q=log2 (M ) IS the 
necessary number of bits to represent each of the four 
parameters. If q is odd, then after each iteration, the last bytes 
with length equal to (L x C x P -M 2 ) are swapped and put in 
the beginning of the matrix to be permuted. 

The inverse permutation process is similar to the 
permutation one. The only difference is that the last index (M, 
M) of the permuted matrix will be the start point and the order 
of the generated keys must be the reverse. 

D. Proposed chaotic generator 

The proposed chaotic generator consists in two perturbed 
discretized chaotic maps (PWLCM and Skew tent) connected 
in parallel as seen in figure 2 [4]. The two generated chaotic 
sequences s I and S2 are then bitwise exclusive-or to give the 
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dynamic IV vector and the dynamic keystream 
Kpj, j = I,oo·,r . 

Tn order to extend the periodicity and to control it, we apply 
a perturbation technique as in (El Assad, 20 10). 
The disturbance is applied using the last k bits of the linear 
feedback shift registers (LFSR) outputs. 

Fig. 2 .  Proposed chaotic generator 

The discrete equations of the PWLCM and the Skew tent 
maps are given bellow : 

Otherwhise 

(3) 

(4) 
The discrete control parameter PI is ranging from 1 to 

2N-I_I for the PWLCM map, and P2 is a discrete control 

parameter ranging from 1 to 2 N -I for the Skew tent map. 

V. EXPERIMENTAL RESULTS OF THE PROPOSED 

CRYPTOSYSTEM. 

A. Secret Key space 

To resist the brute force attack, the encryption scheme 
should have a large secret key space. The size of the secret key 
of the proposed chaotic generator is formed by four initial 
conditions (2 for the PWLCM and Skew tent maps and 2 for 
the LFSR), and two parameters. The precision N is equal to 
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32 bits. The precision of the first and second LFSR is L1=21, 
and L2=23. So, the key space is: 3N + N -I + Ll + L2 = 171 
bits. Therefore, the key space of the secret key is large enough 
to resist to all kinds of brute force attacks. 

B. Computation Times 

An experiment was carried out for all encryption algorithms 
on a unique MATLAB platform and PC with processor Intel 
1 .83 GHz and RAM memory of 1 GB. For example, the 
computation time required for encrypting 'Lena' image with 
size 128 x 128 x 3 and for r = 6 iterations is respectively 
73.728 seconds using AES algorithm in mode CBC, 42.786 
seconds using ECKBA and 1 .765 seconds using our algorithm. 
Then, after tested many images with different sizes, the 
proposed algorithm is at least 41 times faster than AES 
algorithm, and 24 times faster than ECKBA algorithm. 

C. Histogram analysis 

The encrypted image should possess certain random properties 
in order to resist the statistical attacks which are quite 
common nowadays. The most important property is that the 
histogram of the encrypted image should be uniformly 
distributed. The plain and ciphered images of Lena, and their 
respective histograms are shown in figure 3 and figure 4. As 
we can see in figure 4.b) the histogram of the ciphered image 
Lena is uniform. 

Fig. 3. a) Plain image Lena 

Fig. 3. b) Ciphered image Lena 
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Fig. 4.a) Histogram of Plain image Lena 
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Fig. 4.b) Histogram of ciphered image Lena 

D. Correlation analysis 

As a general requirement for all the image encryption 
schemes, the encrypted image should be greatly different from 
its original form. The correlation analysis is one of usual ways 
to measure this property. Indeed, it is well known that adjacent 
pixels in plaintext images are very redundant and correlated. 
So, in the encrypted images, adjacent pixels should have a 
redundancy and a correlation as low as possible. 
To test the correlation between two adjacent pixels, the 
following procedure was carried out. Firstly, a thousand pairs 
of two adjacent pixels are selected randomly in vertical, 
horizontal, and diagonal directions from the original and 
encrypted images. And then, the correlation coefficient was 
computed according to the following formulas: 

where 

cov(x,y) 
p = ---r==�'::§== 

xy �D(x).JD(y) 

cov( x,y)=E{ [x-E(x)] [y-E(y)]} 

1 N 1 N 
and E(x) = N2>i' D(x)= N2)Xi-E(X)]2 

i=1 i=l 
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where x ,yare gray-level values (vectors) of two adjacent 
pixels in the image. The obtained results indicate that the 
correlation coefficient, in all directions, of plain image are 
close to one, and the correlation coefficient of the encrypted 
image are close to zero. This means that no detectable 
correlation exists between the original and its corresponding 
cipher-image. In figure 5 a) and b) we give respectively the 
correlation of horizontal adjacent pixels of the plain and 
ciphered images. 
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Fig. 5.a) Correlation of adjacent pixels of plain Lena 

VI. CONCLUSION 

Most of data transmission applications demand both real­
time performance and security. Tn such computer systems, 
using only AES or ECKBA encryption algorithms may lead 
to overload due to their prohibitive computational 
complexity. So, for consumer applications, we need to use a 
less time consuming encryption algorithm as one proposed 
in this paper. 
The proposed cryptosystem can resist differential, statistical 
and brute-force attacks. The experimental and theoretical 
analyses prove that this cryptosystem offers acceptable 
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security levels and very low computational complexity, 
compared with the AES, and ECKBA algorithms. 
This permits the computing system to become underloaded 
and consequently realize all required secure 
communications. 
By applying the Deadline Mechanism described in section 
III and using a specific scheduling strategy, we can 
optimize the Quality of Service by choosing the appropriate 
encryption algorithm in accordance to the current load and 
deadline constraints. 
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